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Abstract. This paper reports experiments that explore performance differences 
in two previous studies that investigated SVM classification of neonatal pain 
expressions using the Infant COPE database. This database contains 204 photo-
graphs of 26 neonates (age 18-36 hours) experiencing the pain of heel lancing 
and three nonpain stressors. In our first study, we reported experiments where 
representative expressions of all subjects were included in the training and test-
ing sets, an experimental protocol suitable for intensive care situations. A sec-
ond study used an experimental protocol more suitable for short-term stays: the 
SVMs were trained on one sample and then evaluated on an unknown sample. 
Whereas SVM with polynomial kernel of degree 3 obtained the best classifica-
tion score (88.00%) using the first evaluation protocol, SVM with a linear ker-
nel obtained the best classification score (82.35%) using the second protocol.  
However, experiments reported here indicate no significant difference in per-
formance between linear and nonlinear kernels. 

1   Introduction 

Accurate assessment of pain in neonates is a difficult yet crucial task. The clinical 
definition of pain assumes the person experiencing pain has the ability to articulate 
the location, duration, quality, and intensity of their pain experience. Although non-
verbal self reporting methods have been devised that allow preverbal children to indi-
cate their pain levels by pointing to abstract renditions of facial expressions expres-
sive of increasing levels of discomfort, neonates must rely exclusively on the proxy 
judgments of others [3]. 

Several pain assessment measures have been developed to assist clinicians in diag-
nosing neonatal pain. Most of these instruments rely on the neonate’s facial displays. 
Facial displays are considered the gold standard of pain assessment [4] because they 
are the most specific and consistent indicators of pain. The facial characteristics of 
neonatal pain displays include prominent forehead, eye squeeze, naso-labial furrow, 
taut tongue, and an angular opening of the mouth [5]. Despite the fact that neonatal 
facial displays of pain are the most reliable source of pain assessment, instruments 
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based on facial displays are unsatisfactory because clinicians tend to underrate pain 
intensity [6] and often fail to utilize all the information available to them in the infants 
facial signals [7].  

In an attempt to bypass the unreliable observer, our research group is investigating 
the potential benefits face recognition technology would offer pediatric clinicians in 
diagnosing neonatal pain. Applying face recognition techniques to medical problems 
is a novel application area. Gunaratne and Sato [17] have used a mesh-based approach 
to estimate asymmetries in facial actions to determine the presence of facial motion 
dysfunction for patients with Bell’s palsy, and Dai et al. [12] have proposed a method 
for observing the facial expressions of patients in hospital beds. The facial images 
used in the Dai et al. study, however, were not of actual patients but rather of subjects 
responding to verbal cues suggestive of medical procedures and conditions. Our work 
with neonatal pain expressions is the only other research we are aware of that uses 
face recognition techniques to diagnose medical problems.  

We began work on this problem by developing the Infant COPE database. The fa-
cial displays of 26 neonates between the ages of 18 hours and 3 days old were photo-
graphed experiencing the pain of a heel lance and a variety of stressors, including 
transport from one crib to another, an air stimulus on the nose, and friction on the 
external lateral surface of the heel.  

In our initial study [1], three face classification techniques, Principal Component 
Analysis (PCA), Linear Discriminant Analysis (LDA), and Support Vector Machines 
(SVMs), were used to classify the faces into two categories: pain and nonpain. The 
training and testing sets contained multiple samples of each subject in each expression 
category. No two samples were identical as each varied slightly in angle and facial 
configuration. While, ideally, as is the case with speech recognition software, samples 
of individual subjects would be available to personalize the classifier, in a clinical 
setting this is not practical as the typical newborn’s stay is short-term. The evaluation 
protocol used in our first study would probably only be applicable in intensive care 
situations where neonates have longer stays that present opportunities for collecting 
facial samples. It is more realistic to assume that the classifier will need to be trained 
on one set of subjects and then applied out of the box to future newborns. In [2], an 
evaluation protocol was developed that evaluated trained classifiers using unknown 
subjects. 

Results of the two studies were contradictory in terms of the best kernel to use with 
SVM. An SVM with polynomial kernel of degree 3 obtained the best classification 
score (88.00%) in the first study, and an SVM with a linear kernel obtained the best 
classification score (82.35%) in the second study. Sampling error caused by the small 
number of images in the sample pool is one possible explanation for this discrepancy. 
A set of new experiments using the first protocol was designed to explore sample 
error. The results of these experiments, reported in section 4, suggest that there is no 
significant difference in the performance of an SVM with a linear kernel and an SVM 
with a polynomial kernel of degree 3. 

In section 2, we describe of the facial displays in the infant COPE database more 
completely. In section 3, we outline the two experimental protocols, designated A and 
B, used in the earlier studies. In section 4, we compare SVM classification rates  
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reported in the two studies, along with baseline PCA and LDA rates. We then present 
the results of a new study that varies the size of the sample pool. We conclude the 
paper, in section 5, by pointing out some limitations in our current work and by offer-
ing suggestions for future research. 

2   The Infant COPE Database 

The Infant COPE Database, described more completely in [1] and [2], contains 204 
facial images of 26 neonates experiencing the pain of a heel lance and three nonpain 
stressors: transport from one crib to another (a stressor that triggers crying that is not 
in response to pain), an air stimulus on the nose (a stressor that provokes eye 
squeeze), and friction on the surface of the heel (a stressor that produces facial ex-
pressions of distress that are similar to the expressions of pain). In addition to these 
four facial displays, the database includes images of the neonates in the neutral state 
of rest.  

Fig. 1 provides two example sets of the five neonatal expressions of rest, cry, air 
stimulus, friction, and pain included in the Infant COPE database. Of the 204 images 
in the database, 67 are rest, 18 are cry, 23 are air stimulus, 36 are friction, and 60 are 
pain. 

 
    Rest                   Cry                 Air Stimulus       Friction             Pain        

Fig. 1. Examples of the five facial expressions in the Infant COPE database 

The data collection process complied with the protocols and ethical directives for 
research involving human subjects at Missouri State University and St. John’s Health 
System, Inc. Informed consent was obtained from a parent, usually the mother in 
consultation with the father. Most parents were recruited in the neonatal unit of a St. 
John’s Hospital sometime after delivery. Only mothers who had experienced uncom-
plicated deliveries were approached. The subjects were born in a large Midwestern 
hospital in the United States of America. All neonates used in the study were Cauca-
sian, evenly split between genders (13 boys and 12 girls), and in good health. The 
interested reader is referred to [1] and [2] for more information on the data collection 
design. 
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3   Evaluation Protocols  

In [1] and [2], images of the five facial expressions in the Infant COPE database were 
grouped into two categories: pain and nonpain. The set of nonpain images combined 
the rest, cry, air stimulus, and friction images and contained a total of 144 images. 
The set of pain images consisted of the remaining 60 images. 

The evaluation protocol used in the first study, designated here as protocol A, fo-
cused on facial expression representation. The two classes of pain and nonpain facial 
expressions included representative images of all 26 subjects. Using a cross-validation 
technique, classification was a four step process. In step 1, the images were randomly 
divided into ten segments. In step 2, nine out of the ten segments were used in the 
training session. The remaining segment was used in testing, and an average classifi-
cation score was obtained from the testing set of images. In step 3, steps 1 and 2 were 
repeated ten times. Finally, in step 4, the ten classification scores were averaged to 
obtain a final performance score for each classifier.  

In the second study, we trained the classifiers on one set of subjects and tested 
them on another. Using protocol B, twenty-six experiments were performed, one for 
each subject. The facial images of 25 subjects formed the testing set, and the images 
of the remaining subject formed the testing set. The 26 classification scores were 
averaged to obtain a final performance score for each classifier.  

4   Experimental Results  

In this section, we compare the SVM performance results reported in the first two 
studies. We also introduce a new set of experiments designed to determine whether 
the performance differences in the earlier studies are due to sampling error.  

SVMs with five kernels (linear, RBF, polynomial degree 2, polynomial degree 3, 
and polynomial degree 4) were assessed using protocols A and B. The regularization 
parameter, C, used in the SVM experiments was determined using a grid search. 
Since the recognition rates in our experiments were not significantly different in terms 
of different values for C, we adopted the regularization parameter C=1. The band-
width parameter in SVM using RBF kernels was also optimized using a grid search. 
For comparison purposes, baseline PCA and LDA using the sum of absolute differ-
ences, or L1 distance metric, were also evaluated.  

The SVM, PCA, and LDA experiments were processed in the MATLAB environ-
ment under the Windows XP operating system using a Pentium 4 – 2.80 GHz proces-
sor. SVM was implemented using the OSU SVM Classifier MATLAB Toolbox de-
veloped by Ohio State University. 

The general experimental procedures used in all our experiments can be divided 
into the following stages:  preprocessing, feature extraction, and classification. In the 
preprocessing stage, the original images were cropped, rotated, and scaled. Eyes were 
aligned roughly along the same axis. The original 204 images, size 3008 x 2000 pix-
els, were also reduced to 100 x 120 pixels. In the feature extraction stage, facial fea-
tures were centered within an ellipse and color information was discarded. The rows 
within the ellipse were concatenated to form a feature vector of dimension 8383 with 
entries ranging in value between 0 and 255. PCA was then used to reduce the  
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dimensionality of the feature vectors further. The first 70 principle components re-
sulted in the best classification scores. Finally, in the classification stage, the feature 
vectors were used as inputs to the classifiers. 

Table 1 compares the average classification scores obtained using the two proto-
cols. Referring to Table 1, the average classification score for PCA was 80.36% and 
for LDA 80.32%. SVM, as expected, outperformed both PCA and LDA, except in the 
case of RBF kernel. Given previous reports in facial expression classification using 
SVM (see, for instance, [8]), we did not expect the RBF kernel performance to be as 
low as it was. An SVM with polynomial degree 3 provided the best recognition rate 
of 88.00% in the experiments using protocol A. An SVM with linear kernel provided 
the best recognition rate of 82.35% using protocol B.  

Table 1. Comparison of SVM classification rates using protocol A and B  

Type of svm Protocol A   Protocol B Average (A & B) 
Linear 83.67% 82.35% 83.01% 
Polynomial degree = 2 86.50% 79.90% 83.20% 
Polynomial degree = 3 88.00% 80.39% 84.20% 
Polynomial degree = 4 82.17% 72.06% 77.12% 
RBF   70.00% 70.10% 70.05% 
PCA with L1 distance 80.33% 80.39% 80.36% 
LDA with L1 distance 83.67% 76.96% 80.32% 

 

There are several possible explanations for the kernel performance differences in 
the two studies. The most likely cause for the discrepancy is sampling error due to the 
small number of images in the sample pool. The average performance of the SVMs 
using the two kernels, for instance, is very close, the difference being only 1.18%. 
However, since the data in the training sets used in the two sets of experiments differ 
only in a few inputs (approximately 15%), we questioned this assumption. 

To determine if the difference in kernel performance is the result of sampling error, 
we performed new experiments that varied the size of the sample pool. We did this by 
comparing SVM classification of pain expressions to each of the other four facial 
displays. This resulted in pool sizes of 83 images for pain versus air stimulus, 78 
images for pain versus cry, 96 images for pain versus friction, and 127 images for 
pain versus rest. Only protocol A was used in these experiments, as splitting expres-
sions for each subject (protocol B) resulted in pool sizes that were too small for  
training.  

Tables 2-4 present the results of the new set of experiments. The average perform-
ance of the four experiments using SVM with a linear kernel is 85.51%, and the aver-
age performance of SVM with a polynomial kernel of degree 3 is 87.74%. The differ-
ence in kernel performance (2.23%) is half that in [1] (4.33%), which also used proto-
col A. This leads us to believe that sample error is most likely the cause of kernel 
performance differences. As far as neonatal facial expressions are concerned, the 
results of the new set of experiments suggest that there is no significant classification 
difference in SVMs using a linear kernel versus a polynomial kernel of degree 3  
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Table 2. Pain vs. Air stimulus 

Method Classification score
Linear 90.00% 
Polynomial degree = 2 77.78% 
Polynomial degree = 3 83.33% 
Polynomial degree = 4 78.89% 
RBF   66.67% 

Table 3. Pain vs. Cry 

Method Classification score
Linear 71.25% 
Polynomial degree = 2 78.75% 
Polynomial degree = 3 80.00% 
Polynomial degree = 4 76.25% 
RBF   75.00% 

Table 4. Pain vs. Friction 

Method Classification score
Linear 90.00% 
Polynomial degree = 2 96.00% 
Polynomial degree = 3 93.00% 
Polynomial degree = 4 92.00% 
RBF   60.00% 

Table 5. Pain vs. Rest 

Method Classification score
Linear 90.77% 
Polynomial degree = 2 84.62% 
Polynomial degree = 3 94.62% 
Polynomial degree = 4 86.15% 
RBF   53.85% 

Kernel. This conclusion is consistent with [8], which examined SVM expressing clas-
sification performance using a number of adult facial databases. 

5   Conclusion 

This paper reports new experiments intended to explore performance differences in 
two pervious studies that investigated SVM classification of neonatal pain expres-
sions using the Infant COPE database. This database contains 204 photographs of 26 
neonates (age 18-36 hours) experiencing the acute pain of a heel lance and three non-
pain stressors.  
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The SVM classifiers were trained and tested using images divided into two sets: 
pain and nonpain. Two separate evaluation protocols, designated in this paper as A 
and B, were also used. Protocol A, described in [1], assumes that samples of neonates 
are available for customizing the classifier. Representative expression samples of all 
26 subjects were thus included in both the training and the testing sets. Protocol B, 
described in [2], assumes that the classifiers will be trained on one sample and tested 
on another. The facial images of 25 subjects formed the training set, and the images of 
the remaining subject formed the testing set. A total of 26 experiments were thus 
performed using protocol B, one for each subject. An SVM of polynomial kernel 
degree 3 obtained the best classification score of 88.00% using protocol A, and an 
SVM with a linear kernel obtained the best classification score of 82.35% using  
protocol B. 

We assumed that the difference in kernel performance was due to sample error. A 
set of new experiments that varied the size of the sample pool was performed to test 
our assumption. In these experiments, which used protocol A, the average perform-
ance of SVM with a linear kernel was 85.51%. With polynomial kernel of degree 3 it 
was 87.74%. The difference in kernel performance is half that reported in [1], which 
also used protocol A. This leads us to believe that there is no significant performance 
difference using SVM with a linear kernel and polynomial kernel of degree 3.  

We would like to conclude this paper with some general remarks concerning the 
limitations, future directions, and significance of our research in neonatal pain  
classification.  

There are a number of limitations in our current work. First, these studies use two-
dimensional still photographs and do not consider the dynamic and multidimensional 
nature of facial expressions. The classification rates reported in these two studies, 
however, are consistent with facial expression classification rates reported using video 
displays of adult facial expressions. For example, [9] reports classification rates be-
tween 88%-89%. Second, we have yet to explore facial shape information in the facial 
displays. Third, the focus thus far has been on acute pain. We have not examined 
facial expressions in reaction to repeated pain experiences. 

In terms of future directions, we are working on addressing the limitations noted 
above. We are currently collecting video data of neonates experiencing additional 
stressors and two types of pain: acute and repeated pain. We are also working on 
experiments that incorporate shape information. In addition, we are examining the 
classification performance of a number of neural network architectures. For instance, 
the performance rate of NNSOA, a neural network simultaneous optimization algo-
rithm, using protocol B is reported in [2]. 

Finally, in terms of significance, we expected that the performance of SVMs in the 
first study that used protocol A would be better than SVMs in the second study that 
used protocol B. What we did not know is how well SVM performance would hold up 
using protocol B. SVM results compare well, and the classification rates in both stud-
ies indicate a high potential for applying standard face recognition technology to this 
problem domain. We believe the results of the SVM experiments encourage further 
explorations using more sophisticated face recognition technologies. 
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