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Abstract - The most common method for handling human 
action classification is to determine a common set of optimal 
features and then apply a machine-learning algorithm to 
classify them. In this paper we explore combining sets of 
different features for training an ensemble using random 
subspace with a set of support vector machines. We propose 
two novel descriptors for this task domain: one based on 
Gabor filters and the other based on local binary patterns 
(LBPs). We then combine these two sets of features with the 
histogram of gradients. We obtain an accuracy of 97.8% using 
the 10-class Weizmann dataset and a 100% accuracy rate 
using the 9-class Weizmann dataset. These results are 
comparable with the state of the art. By combining  sets of 
relatively simple descriptors it is possible to obtain results 
comparable to using more sophisticated approaches. Our 
simpler approach, however, offers the advantage of being less 
computationally expensive. 

Keywords: Human Action Classification; Local Binary 
Patterns; Gabor Filters; Histogram of Gradients; Machine 
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1 Introduction 
Human action classification can be defined as the task 

of matching videos containing human motion to a set of action 
class labels. This is a field of study that has only recently, 
within the last couple of years, been seriously investigated. 
Automatic labeling of action in video sequences has value in a 
variety of video searching applications, such as, locating 
various sports plays and dance moves in sports and music 
videos and suspicious behaviors (such as running out of a 
bank) in surveillance video [1].  There are also a number of 
artistic and gaming applications, as well as human-computer 
communication applications that could benefit from matching 
human motion to a set of action labels. For several general 
surveys of human action analysis that mention the importance 
of this problem see [2-6].  

 
Automated human action classification is a difficult machine 
classification problem. Some challenges include large 
variations in action performance produced by variations in 
people's anatomy, problems with differences in recording 
setups and environmental changes (including lightening, 
camera viewpoint, and background complexity), and spatial  

and temporal variations (including variations in the rate 
people perform actions [7]). 
 
Some significant research in human action analysis include 
Blank et al. [8], who used silhouettes to construct a space-time 
volume. In this study properties of the solution to the Poisson 
equation were utilized for activity recognition. In Kellokumpu 
et al., [9], a texture descriptor is used to characterize Motion 
History Images. In this study it is shown that a collection of 
local features can form a very robust description of human 
movement. In Boiman, and Irani [10] a new notion of 
similarity between signals is proposed. The regions of the 
“query” signal which can be composed using large contiguous 
chunks of data from the “reference” signal are considered to 
have high local similarity. Finally, in Ikizler, and Duygulu 
[11], a human pose, divided into rectangular patches based on 
their orientations, is represented by histogram of extracted. 
 
Most of these earlier studies provide a number of datasets that 
were developed specifically to evaluate the systems reported 
in the various experiments: the KTH human motion dataset 
[12], which includes sequences of 25 actors performing 6 
actions, the INRIA XMAS multi-view dataset [13], which 
contains 14 actions from 11 subjects captured from 5 
viewpoints, the UCF sports dataset [14], the Hollywood 
human action dataset [15], a set of 8 actions performed by a 
variety of actors, and the Weizmann human action dataset [8], 
which contains recorded sequences of 10 actions from 10 
actors. The Weizmann dataset, used in the studies reported in 
this paper, has become a widely used dataset for comparing 
action classification systems.   
 
In this paper, we show that human action classification is best 
handled by combining multiple descriptors to boost 
performance. We combine three sets of features in order to 
obtain a reliable method for human action classification. In 
particular, we show that the response of Gabor filters and the 
standard application of the Local Binary Patterns to the mask 
images available in the Weizmann dataset obtains a >90% 
accuracy. The complete system, based on the combination of 
the features proposed in this paper with the histogram of 
gradients, obtains an accuracy of 97.8% using the 10-classes 
Weizmann dataset and a 100% of accuracy in the 9-classes 
Weizmann dataset. What our experiments highlight is the fact 
that fusion among simple feature extractors can obtain results 
comparable to the state of the art [9-11, 16]. We also show 
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that Local Binary Patterns (LBP) can be applied directly to the 
masks. Thus far only a variant of the LBP, Local Binary 
Patterns from Three Orthogonal Planes, has been tested for 
this problem [16]. Even though LBP-TOP has obtained better 
results with respect to our simple LBP, more frames must be 
considered in the feature extraction process using LBP-TOP, 
thereby increasing computational complexity. Because of this, 
LBP-TOP, unlike our method, could not function in a real-
time system.  
 
The remainder of this paper is outlined as follows. In section 2 
we briefly describe our system architecture. In section 3 we 
provide a detailed description of the descriptors used in our 
experiments. In section 4 we provide experimental results. 
Finally, in section 5 we conclude this paper by noting 
contributions and offering a few suggestions for future 
research.  
  

2 System architecture 
In Figure 1 we provide a schematic of our complete 

system. We use the masked images available in the 
Weizmann1 dataset [8, 17]. As mentioned above, this dataset 
is becoming a popular benchmark in this task domain. There 
are two different versions of the Weizmann dataset: the 
standard 10-class dataset and a reduced version that does not 
include the Skipping class (the 9-classes Weizmann dataset). 
The ten actions, illustrated in Figure 2, are performed by 9 
subjects. In our system we resized the masks to 150 x 105. 
For more information on the dataset and masks, see [8, 17]. 

 

 

 

 

 

 

 

 

 

 

 

 
                                                           
1 Available at http://www.wisdom.weizmann.ac.il/~vision/Space 
TimeActions.html 

In the experiments reported in this paper, we combine the 
following: Gabor Filters, invariant local binary patterns, and 
histogram of oriented gradients. The descriptors are extracted 
from the mask images using a background subtraction 
algorithm (for the source code we used, see http:// maven. 
smith.edu/~nhowe/research/code/) [18]. The feature vector 
that describes a given sequence is obtained simply by 
summing the features extracted from each stand-alone frame. 
Since two of the descriptors we use are novel for this task, we 
provide a detailed description of feature extraction in section 
3. 

In the classification step a random subspace ensemble (RS) of 
support vector machines [19] is used. In the RS method each 
classifier is trained with a subset of all available features. We  
combine 50 linear support vector machines, each trained with 
50% of all available features. For each set of features, a 
separate random subspace is trained. These three systems are 
then combined using the sum rule. 
 
3 Human action classification descriptors 

In this section we describe the descriptors used in our 
system: Gabor Filters, invariant local binary patterns, and 
histogram of oriented gradients. 

 
3.1 Gabor filters 

This descriptor is based on the well known FingerCode [20, 
21] method developed for fingerprint matching. We named 
our approach for human action classification ActionCode. 

 

 

 

 

 

 

 

 

 

 
Figure 1. Proposed fusion system using new descriptors 
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Figure 2. Some samples of the 10 action classes in the Weizmann dataset.
  

The basic ActionCode (AC) algorithm is as follows: 

Step 1) Tessellate the region of interest around the center 
of the image2; 

Step 2) Filter the region of interest using a bank of Gabor 
filters; 

Step 3) Compute the average absolute deviation from the 
mean of gray values in individual sectors in 
filtered images.  

 
The region of interest (see Figure 3) is divided into 7 bands. In 
each band, 24 sectors are extracted (see [20] for details). 
 
 
 

 
Figure 3. Region of interest in an image mask. 

 
 
 
 

                                                           

 

2 It is supposed that the mask images are aligned. 

 
 
 

 
A symmetric Gabor filter has the following general form in 
the spatial domain [21]: 
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where ν is the frequency of the sinusoidal wave, θ  is the 
orientation and σ is the standard deviation of the Gaussian 
envelope. In our experiments, the filters are obtained 
considering 12 angles (equally spaced between 0° and 180°).  

 
3.2 Invariant Local Binary Patterns 

This operator [22] has several properties of interest: it 
is low in computational complexity, and it is robust in terms 
of illumination changes and rotation invariant. The Local 
Binary Pattern is a histogram that is based on a statistical 
operator calculated by examining the joint distribution of gray 
scale values of a circularly symmetric neighborhood set of P 
pixels around a pixel x on a circle of radius R. In this study we 
use a multi-resolution descriptor that is obtained by 
concatenating three histograms calculated with the following 
parameters:  (P=8; R=1) and (P=16; R=2). Each mask image 
is divided into 5×6 equal non-overlapping regions,3 in each 
subregion the histograms are calculated, and then these 
5×6=30 histograms are concatenated. 

                                                           
3 We have used these values because they are the default values offered in 
Poppe's Matlab code [7] and offer comparison.  
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3.3 Histogram of oriented gradients  

The histogram of oriented gradients (HOG) was first 
proposed by Dalal and Triggs [23] as an image descriptor for 
localizing pedestrians. In this work we use weighted HOGs as 
implemented in [1], where the subregions are obtained by 
dividing each image cell into 5×6 equal non-overlapping 
regions.3 In each subregion the orientation and magnitude of 
each pixel is calculated. The absolute orientations are 
discretized over 9 equally sized bins in the 0°- 180° range, and 
the resulting 9-bin histogram is calculated weighting each 
pixel by the magnitude of its orientation according to the 
histogram bin.  

 
4 Experimental results 

 In Tables 1-2 we report our results and compare them 
with the state of the art. The method named Fusion is the 
combination by sum rule of the three systems tested. Our 
classification results using fusion (97.8% for the 10 class and 
100% for the 9-class Weizmann dataset) matches the best 
performing systems  reported to date using the same datasets 
[9-11, 16]. This demonstrates that simple feature extractors 
can obtain results comparable to the state of the art. Of course, 
these results are merely preliminary since only the Weizmann 
dataset is tried. 

 
 

Table 1. Results on the 10-classes Weizmann dataset.  
 

Method AC LBP HOG 
Stand-alone descriptor 90.3% 91.4% 94.6% 

Fusion 97.8% 
LBP-Top [16] 95.6% 
Kellpkumpu et al [9] 97.8% 

 
 
These experimental results confirm what is well known in the 
machine learning community, namely, that combining 
methods is a simple approach for improving performance (see 
e.g., [24] in biometrics and [25] in bioinformatics).  
 
Finally, in Table 3 we report the computational time for the 
extraction of each descriptor. These results are obtained using 
MATLAB 7.5 on a 2 GhZ Dual Core. Notice that the times 
are obtained considering a single frame. These results show 
that both LBP and HOG can be extracted in real time. In our 
opinion it is possible to obtain real time computation of AC 
using GPU.4 

 
 
 
 
 
 

                                                           
4 Now a full GPU engine for MATLAB built on NVIDIA's CUDA 
technology named Jacket is available http://www.accelereyes.com/ 

Table 2. Results on the 9 classes Weizmann dataset. 
 
Method AC LBP HOG 
Stand-alone descriptor 95.2% 92.8% 96.6% 

Fusion 100.0% 
LBP-Top  [16] 98.7% 
Boiman and Irani [10] 97.8% 
Ikizler and Duyguku [11] 100.0% 

 
 
Table 3. Computational time 
 AC LBP HOG 
Computational Time 0.33 s 0.05 s 0.005 s 

 
 

5 Conclusions 
This paper focused on the study of descriptors for 

training an ensemble of machine learning algorithms for 
human action classification. We propose combining three 
relatively simple feature extractors for obtaining a system that 
performs as well as more complex systems. The ensemble 
proposed in this work has been tested on the Weizmann 
dataset, which is one of the most widely used benchmarks for 
comparing human action classification approaches. Our fusion 
results of 97.8% accuracy in the 10-class Weizmann dataset 
and a 100% accuracy in the 9-class Weizmann dataset 
performed as well as the best performance reported thus far.  
 
This study makes a number of contributions. This is the first 
study to use fusion for human action classification. In 
addition, we introduce two new descriptors for this task: one 
based on the response of Gabor filters and the other based on 
the standard application of the Local Binary Patterns to the 
mask images. Although classification using these two 
descriptors (without combining descriptors) do not compare as 
well with the state of the art, they could be combined with 
other systems in order to further improve performance.  
Finally, our system of combining simple descriptors in fusion 
compares as well as more sophisticated systems but has the 
advantage of being computationally less intensive. It is very 
likely that our system could be used in a real-time system. 
 
In future studies we plan on testing other fusion methods, in 
particular weighted approaches, where each method has 
different weights. In this way the best performing approaches 
can be given more weight in the classification combination 
step. We also want to test our methods using some of the other 
datasets mentioned in the introduction. 
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